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Abstract—Technological advances in upper-limb prosthetic 
design offer dramatically increased possibilities for powered 
movement. The DEKA Arm system allows users 10 powered 
degrees of movement. Learning to control these movements by 
utilizing a set of motions that, in most instances, differ from 
those used to obtain the desired action prior to amputation is a 
challenge for users. In the Department of Veterans Affairs 
“Study to Optimize the DEKA Arm,” we attempted to facilitate 
motor learning by using a virtual reality environment (VRE) 
program. This VRE program allows users to practice control-
ling an avatar using the controls designed to operate the DEKA 
Arm in the real world. In this article, we provide highlights 
from our experiences implementing VRE in training amputees 
to use the full DEKA Arm. This article discusses the use of 
VRE in amputee rehabilitation, describes the VRE system used 
with the DEKA Arm, describes VRE training, provides quali-
tative data from a case study of a subject, and provides recom-
mendations for future research and implementation of VRE in 
amputee rehabilitation. Our experience has led us to believe 
that training with VRE is particularly valuable for upper-limb 
amputees who must master a large number of controls and for 
those amputees who need a structured learning environment 
because of cognitive deficits.
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medical devices, motor learning, motor pathways, prosthetics, 
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tual reality environment.

INTRODUCTION

Technological advances in upper-limb prosthetic 
design offer dramatically increased possibilities for pow-
ered movement. The full DEKA Arm (DEKA Research & 
Development Corporation; Manchester, New Hampshire), 
for example, allows up to 10 degrees of powered move-
ment in addition to passive degrees of freedom associated 
with active degrees of freedom (Figure 1).

No previous prosthetic device has given users control 
over so many degrees of freedom. While these new capa-
bilities are exciting and offer many more possibilities for 
using the arm in space, they also require the use of a 
more advanced controls scheme than do simpler devices 
with fewer degrees of freedom.

In 2008, the Department of Veterans Affairs (VA) 
launched a series of studies to optimize the DEKA Arm 
system. As of September 2010, we have fit 26 subjects 
with the DEKA Arm. The DEKA Arm system uses a 
range of “strap and go” options for controlling powered 
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movements that are customized for the user. The control 
options include foot controls with force-sensitive resis-
tance (FSR), foot controls with inertial movement units 
(IMUs), air bladders, switches, and myoelectric control 
sites. The majority of these controls require the amputee 
to employ a set of motions and activate muscles that, in 
most instances, differ from those used to obtain the 
desired action prior to amputation. When using foot con-
trols, for example, users must learn to associate motor 
actions, such as pronation or supination of the foot, with 
specific motor outcomes (customized for the user), such 
as wrist pronation or supination. This contrasts with use 
of more invasive alternatives, such as targeted muscle 
reinnervation strategies, which (after successful surgery) 
can utilize existing neural pathways to achieve end 
movements [1–3].

The full DEKA Arm system employs Endpoint Con-
trol, a coordinated control scheme, which enables simul-
taneous control of multiple arm joints, minimizing the 
cognitive burden that would be required to control all 
upper-limb joints separately. Endpoint Control derives its 
name from controlling the end of the device, the terminal 
device in this case. In Endpoint Control, the device is 
positioned based on the desired direction of movement of 
the terminal device; i.e., the trajectory of the movements 
of the upper-limb joints is designed to move the terminal 
device in space. Regardless of the number of joints 

involved, only six control signals are needed to position 
the arm. The wrist and grip patterns can be operated sepa-
rately from Endpoint Control, allowing the user to posi-
tion the arm in space and then perform fine motor tasks 
using a different set of controls.

Although the DEKA Arm system uses Endpoint 
Control for arm movements, users must also learn to 
sequence these with movements of the hand to perform 
functional tasks. Lastly, they must learn to problem solve 
and preplan their actions. In short, a great deal of motor 
learning needs to take place for an amputee to become a 
skilled user of the DEKA Arm.

Stages of Motor Learning
Motor learning occurs in three stages: an initial 

phase, an intermediate phase, and an advanced phase [4]. 
During the initial or cognitive phase, subjects are 
engaged in basic acquisition of information about the 
motor skill, acquiring knowledge of the task’s require-
ments and goals [5]. Information is derived from sensory 
experience, which may take the form of listening to ver-
bal instructions, reading a written description of a task, or 
seeing a demonstration. The learner’s greatest challenge 
during this phase is integrating knowledge of the instruc-
tions with the movements that are required to operate the 
controls and elicit the appropriate arm movement.

During the intermediate or associative phase, partici-
pants practice the task to refine the information derived 
in the cognitive phase. This practice is aimed at effi-
ciently accomplishing the goals set out in the cognitive 
phase. Learners in the intermediate phase depend on sen-
sory guidance for motor output and use feedback from 
both the sensory systems and external sources, such as 
therapists, to identify and correct their errors. The motor 
action becomes less disjointed during this phase, with a 
merging of steps [6].

During the final or autonomous stage, the steps of a 
task fuse into a continuous motor action. Learners 
become proficient at the desired skill and are now con-
cerned with speed and accuracy of performance. Once 
this phase of learning has been reached, the learner no 
longer needs to give conscious thought to performing the 
action but can make adaptive changes to the action [6]. 
Thus, the goal of prosthetic training is to achieve the final 
stage of motor learning and enable skilled operation of 
the prosthesis.

We wanted the participants in the VA studies of the 
DEKA Arm to master the controls of their prostheses in 

Figure 1.
DEKA Arm displayed on manikin.
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the most efficient manner; we needed to move subjects 
through the study in a rapid time frame. Control of 10° of 
powered movements creates a cognitive burden and can be 
challenging for some amputees. Thus, we attempted to 
develop the best prosthetic training program possible, 
informed by findings from the literature on motor learning.

Creating New Model of Motor Control of Prosthetic 
Arm

Complex task performance requires selection of 
appropriate sequencing and timing of movement. Previ-
ous investigators have developed models explaining the 
internal process of sensorimotor integration allowing for 
complex motor control [7–9]. According to Wolpert et al., 
motor commands must be mapped internally onto their 
sensory consequences using a forward model and sensory 
consequences must be mapped onto motor commands 
using an inverse model [7–9]. For example, in learning to 
use one of the control options, the foot controls of the 
DEKA Arm, the user needs to learn the kinematic trans-
formation between the movement of the foot and the 
movement that is created with the prosthesis. Thus, when 
learning to use the Endpoint Control of the DEKA Arm, 
the user needs to transform the designed trajectory of 
movement into the necessary motor command to the foot 
to achieve the desired trajectory. In the forward model, the 
brain predicts the actual outcome of a motor command 
prior to movement and then compares the actual outcome 
of movement with the desired outcome through sensory 
feedback. Sensory feedback (visual and kinematic) is then 
used to fine-tune the movement control. In the inverse 
model, a desired sensory consequence must be trans-
formed into the appropriate motor command. The devel-
opment of both forward and inverse internal models is 
required to learn complex motor tasks.

When sound limbs are manipulated, sensory feed-
back as well as visual feedback concerning the move-
ment and outcome comes directly from the motion of the 
limb. However, when using the controls (such as the foot 
control) of the DEKA Arm, users do not receive propri-
oceptive feedback from the DEKA Arm itself and must 
rely on proprioceptive feedback from other body parts 
(such as the foot and ankle) and the residual limb as well 
as visual feedback from the prosthetic arm’s movement. 
Thus, increased visual monitoring of the mechanized arm 
is needed to compensate for the lack of proprioceptive 
feedback on arm and hand position, speed of movement, 
and orientation.

We believe that smooth and adept linking of new 
motor actions to prosthetic arm use requires an integra-
tion of the prosthesis into the amputee’s sense of self and 
incorporation into the body image [10]. This process may 
involve a remapping of the motor representation area of 
the brain. A motor representation is an area of the brain 
involved in the planning and carrying out of actions by a 
particular muscle or muscle group [11]. Motor represen-
tations in the primary motor cortex of the brain have been 
shown to be plastic, changing in response to experience 
and practice [12], such that a motor representation may 
be enlarged or reduced by use and sensory input. Thus, 
for users of an upper-limb prosthesis that is controlled, in 
part, by foot movements, it is possible that new motor 
representations can be produced that create a kinematic 
transformation between the position and movement of 
the prosthesis and the motor commands of the foot.

Virtual Reality Environment
Given the challenges in developing internal models 

of motor control in the absence of proprioceptive feed-
back from the robotic arm, we attempted to facilitate 
motor learning using strategies that enhance visual feed-
back with the virtual reality environment (VRE) program 
provided by DEKA. DEKA’s VRE program allows the 
user to practice controlling the prosthesis within a virtual 
environment, using the same controls used in operation 
of the actual arm. We expected that VRE training would 
provide a good environment for learning the motor pat-
terns required to control movements of the DEKA Arm. 
The VRE allows the initiation of control-scheme refine-
ment and can be used prior to completion of the interface 
fitting process. Use of the VRE also allows a gradual 
acclimatization to the arm: experience with the arm-
control scheme prior to use of the physical arm allows a 
staged introduction of the new elements (control schemes 
and capabilities) of the arm system. In some sense, use of 
the VRE could be considered by new prosthetic users as 
similar to use of training wheels on a bicycle. This may 
be especially beneficial as the number of controls for 
more advanced upper-limb prostheses continues to grow 
with advancements in the technology.

In this article, we provide highlights from our experi-
ences to date in implementing VRE in training amputees 
to operate the full DEKA Arm. The specific purposes of 
this article are to (1) discuss the use of VRE in amputee 
rehabilitation, (2) describe the VRE system used with the 
DEKA Arm, (3) describe our approach to training subjects 
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using the VRE, (4) provide qualitative data from a case 
study of a subject using the DEKA powered shoulder to 
illustrate the use of VRE training, and (5) provide recom-
mendations for future research and implementation of 
VRE in amputee rehabilitation.

Virtual Reality Environment in Rehabilitation
The term VRE refers to a wide variety of methods 

used to simulate an alternative or virtual world. VRE can 
be categorized into two basic forms based on viewing 
perspective: immersive or nonimmersive. In immersive 
virtual reality (IVR), the person retains the first-person 
viewing perspective as if in the real world. In contrast, 
nonimmersive VRE uses an avatar, which can take any 
form, to represent the user in the virtual world, creating a 
third-person perspective. Nonimmersive VRE requires 
the user to internalize the avatar’s movements as his or 
her own through the use of visual perception processing 
[13]. Further categorization of VRE types is possible 
based on the delivery method of the image, such as 
through use of sensory goggles or projection onto a 
screen, as well as how much of the real world a user can 
see at any given time. Some VRE systems provide the 
user with visual, sensory (haptic), or auditory feedback 
[14–15]. Combining all three forms of feedback can help 
the user become immersed in the virtual world [15].

VRE was used in other scientific disciplines before 
its introduction into the field of rehabilitation and contin-
ues to be used in such areas as training of pilots and sur-
geons. The benefit of VRE for rehabilitation is that it 
enables stringent control over the environment with 
which the user interacts. This level of environmental con-
trol is not available in the real world [16]. Several studies 
report on the effectiveness of VRE for rehabilitation of 
patients with stroke, cerebral palsy, and severe spinal 
cord injuries [17–18]. The VRE-based Nintendo Wii sys-
tem (Nintendo Corporation, Ltd; Kyoto, Japan) has been 
widely adopted in rehabilitation research and practice 
because of its low cost and interactive features, such as 
haptic feedback sensation in the form of controller vibra-
tions, goal-oriented achievements, user control input, 
feedback on speed of action, and most recently, stability 
and movement position feedback [19–20].

Virtual Reality Environment in Amputee Rehabilitation
VRE has been used in amputee rehabilitation to treat 

phantom-limb pain and in training patients to operate 
myoelectric controls, as well as in prosthetic develop-

ment research. Prior research using VRE in the amputee 
population has focused largely on its application for 
reducing phantom-limb pain. This method of pain reduc-
tion evolved from work using mirrors to create the visual 
illusion of a second sound limb and progressed to using 
VRE [21–22]. In an IVR system, the movements of the 
sound limb can be prerecorded through motion tracking 
and/or a sensor glove prior to the start of training [23]. 
Software then transposes and projects these movements 
into the area occupied by the phantom limb. As the 
amputee views a screen or wears display goggles, it 
appears as if the phantom limb is moving as the amputee 
thinks about moving both limbs simultaneously [23]. 
Specific tasks can be prerecorded depending on training 
structure; however, movements are limited to this pre-
composed library [23]. The reduction of pain has been 
shown to last for weeks following VRE training [22]. No 
studies have currently demonstrated the ability to pro-
duce longer lasting results following the end of training 
sessions. The effectiveness of this method has been dem-
onstrated in unilateral amputees, though in theory the 
movements could be created by a surrogate for a bilateral 
amputee.

Virtual Reality Environment in Prosthetic Development
VRE can play an important role on the development 

side of a prosthesis, aiding engineers during the design 
phase and prior to product testing, as well as on the clini-
cal side, assisting clinicians as a training and fitting tool 
[24]. Benefits of VRE use prior to product manufacturing 
include visualizing component layout and function in a 
three-dimensional (3-D) space, testing control algo-
rithms, and exploring interactions of the prosthesis with 
simulated real-world objects for possible limitations [24].

Virtual Reality Environment for Prosthetic Training
VRE has promise as a teaching tool for training 

amputees to control and use a new myoelectric prosthetic 
device [25–26]. VRE, in its simplest form, can be used 
on a computer screen, and a simple software program 
could be taken home by users for practice. An early 
example of the use of VRE for prosthetic training was 
demonstrated by the MyoBoy trainer system introduced 
by Otto Bock (Duderstadt, Germany). The MyoBoy 
allows users to practice generating myoelectric signals, 
and can help users isolate and improve the strength of 
myosites used in prosthetic control. The user’s myoelec-
tric sites are connected to the MyoBoy, and visual feed-
back is provided on the activation and strength of the 
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signal. As Otto Bock’s myoelectric hand evolved, so did 
the MyoBoy to include a visual representation of the 
myoelectric hand. This visual representation of a virtual 
hand that responds to a user’s input provides a link 
between control activation and prosthesis movement. 
Users practice generating the myoelectric signals 
required to move the arm and are provided with feedback 
via the image of the hand, which simulates movement of 
the actual prosthesis.

Additional computer-aided VRE training systems 
have been developed that provide external motivation in 
the form of task completion or achievements. Lovely et 
al. created a system that employs video games to help 
motivate pediatric amputees during the early myoelectric 
signals training phase of rehabilitation [27]. Using the 
system, the amputee points and shoots at targets pre-
sented at random locations on the computer screen. The 
pointer is operated by a combination of myoelectric sig-
nals from the residuum and a joystick controlled by the 
sound side. This system could be used with either single- 
or two-site myoelectric systems and could be tailored to 
enable therapist evaluation, with a system similar to that 
used in the University of New Brunswick Universal 
Myo-Electric Trainer [27].

Future applications of VRE for prosthetic training 
could involve early training, after amputation and prior to 
socket fitting, as training in most cases does not require 
the amputee to be able to wear the prosthesis [25]. In the-
ory, users could become more proficient with the device 
controls by training in VRE prior to use.

Virtual Reality Environment System Used with 
DEKA Arm

The VRE system used in the VA “Study to Optimize 
the DEKA Arm” consisted of a real-time, 3-D avatar that 
simulated the movement of the DEKA Arm system. The 
avatar used with the VRE program consisted of a full 
torso and head, with both upper limbs intact, as well as 
additional visual information on selected grip and arm 
mode. Subjects used their prosthetic controls to operate 
the virtual arm of the avatar on the VRE screen.

Use of the VRE provided real-time visual feedback 
on use of the prosthetic controls, providing the user with 
valuable information about the aspects and dynamics of 
movement of the arm for each given command. The ava-
tar in the VRE exhibited the same joint constraints as the 
arm; for example, maximum forearm pronation and supi-
nation in the VRE was the same as for the physical arm. 

Use of the VRE also enabled users to gain greater famil-
iarity with the abilities and motion trajectories of the 
DEKA Arm, some of which are unique because of com-
bination patterns used in Endpoint Control. Subjects 
could also experience tactile and auditory feedback from 
the arm system on mode selection during the use of the 
VRE. The VRE system used in our study did not provide 
opportunities to interact with a virtual environment.

The VRE is integrated with the controls-fitting soft-
ware such that the prosthetist is able to see the control 
signals simultaneously with the VRE image. This allows 
the clinician to quickly modify the user’s control scheme 
(e.g., change the action required to open or close the 
hand) based on the user’s experience during the VRE 
training. This quick feedback and adjustment allows the 
prosthetist and user to refine their control-scheme selec-
tions during the VRE training process.

The VRE system was customizable, in that it could be 
configured to represent a left or a right amputee and could 
be used for all levels of upper-limb amputations. The ava-
tar could be viewed from the front (Figure 2), back, side, 
above, or in a combination of views (Figure 3).

The user could zoom in to focus on particular joints. 
Thus, the user could see the movement of the virtual arm 
from a number of perspectives and change the perspective 
during the use of the VRE, as well as track the path and 
speed of movements resulting from activation of control 
inputs. The motions of the arm and hand segments could 
be viewed in relation to the rest of the body, providing 
visual information about position in space. We expected 

Figure 2.
Virtual reality environment avatar from front.
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that this information might help users form a new visual 
cognitive framework to substitute for missing propriocep-
tive information typically obtained in a sound limb from 
sensory organs for position and movement.

TRAINING APPROACH

Subjects in our research trained with the VRE prior 
to training with the DEKA Arm. All VRE sessions were 
guided by study occupational therapists. The subject 
viewed the VRE screen either on a laptop positioned in 
front of him or her or, in some cases to make the images 
larger and easier to see, on a screen projected onto a 
nearby wall. Subjects typically wore only the controls, 
not the DEKA Arm itself, at the beginning of VRE train-
ing and then wore the controls together with the nonacti-
vated DEKA Arm during later VRE sessions. Prior to 
VRE training, subjects had spent minimal or no time 
using the controls to activate the arm itself. The VRE 
simulation provided an early experience activating the 
motor pathways required to operate the controls and gave 
subjects the opportunity to see the resultant gross move-
ments of the virtual arm. Thus, subjects observed the 
motions that they created on the avatar before they 
acquired substantial physical procedural knowledge. Via 
this route, we expected that the VRE training would help 
create a preexisting mental framework that could be used 
when operating the actual DEKA Arm.

When using a full arm with a powered shoulder, 
users had to learn up to 16 control actions associated with 

about half as many control sites (depending on their setup 
scheme and version of Endpoint Control) (Figure 4). To 
enable the greatest degree of control over a variety of 
actions, study therapists assigned most control sites two 
separate movements, one accomplished while the arm 
was in “Arm” mode, and the other accomplished while 
the arm was in “Hand” mode. Additionally, subjects 
needed to become familiar with the stimuli and meaning 
of several notification signals. An auditory beep with 
accompanying vibration indicates grip selection, and a 
different sound and vibratory sensation occur when mode 
selection changes. Lastly, the DEKA Arm has a tactor 
that provides vibratory feedback for detection of changes 
in grip pressure.

During the controls-setup process, subjects were pro-
vided with a handout that summarized their controls 
scheme to reinforce the location of each control site and 
its assigned action in each mode. Subjects were asked to 
take a copy of this handout home between setup sessions 
and attempt to memorize the controls used for each 
movement.

During their VRE training, subjects had a copy of 
their controls handout placed on the table in front of them 
to use as a reference. As the VRE training progressed, the 
therapist removed the controls handouts to help the user 
actively remember the information and facilitate later 
retention of controls information. The handout was 
returned to the user for a reference guide as necessary.

Figure 3.
Virtual reality environment avatar from above and behind. 

1. Arm Moves Backward
2. Arm Moves Forward
3. Arm Moves Right
4. Arm Moves Left
5. Arm Moves Down
6. Arm Moves Up
7. Forearm Pronation
8. Forearm Supination
9. Wrist Extension

10. Wrist Flexion
11. Hand Close
12. Hand Open
13. Grip Selection (forward cycle); Grip Order 1–6
14. Grip Selection (backward cycle); Grip Order 6–1
15. Hand/Arm Mode
16. Arm On/Off

Figure 4.
List of all controls for user of DEKA Arm.



713

RESNIK et al. VRE for advanced upper-limb prosthesis training
In our study to date, all users of the full DEKA Arm 
use foot controls. Movements of the feet are required to 
operate these controls by exerting pressure on FSRs 
located on different aspects of the foot or by moving the 
foot and ankle to operate the IMUs worn on the top of the 
shoe. Activation of these types of foot controls requires 
somewhat different amounts of force or movement 
depending upon the subject’s position. Because of this, 
we had our subjects practice controlling the arm in VRE 
in the sitting as well as standing position, and in some 
cases (while using the IMUs), with the feet off the ground 
while seated.

At the outset of VRE training, therapists asked sub-
jects to trigger each of the controls in a specified order, 
first in one mode (Arm or Hand) and then to repeat the 
controls activation while the arm was in the other mode. 
Subjects repeated each of the movements of the virtual 
arm multiple times to ensure that they understood how to 
correctly control the foot action (or other control such as 
myoelectric or air bladder) and that they observed the 
resulting action of the arm on the avatar. The therapist 
then requested that the subject perform specific move-
ments of the virtual arm in a random order.

In many cases, subjects had to learn new vocabulary 
terms to describe arm and hand movements (i.e., terms 
like pronation, supination, wrist flexion, wrist extension). 
Therapists introduced this terminology and employed a 
number of strategies to stimulate information retention, 
provide practice, and allow subjects to apply the new 
information to solve simple problems. As examples, sub-
jects were asked to verbalize what actions they per-
formed to achieve each of the arm movements, to 
demonstrate the specific movements requested on their 
sound side (if applicable), and to identify all of the con-
trol sites and explain their resulting movements.

The VRE training was also used as an opportunity to 
introduce the six different grip patterns of the DEKA 
Arm, allow subjects to practice opening and closing each 
grip and mimic the grip pattern with the sound side, and 
discuss applications of each of the patterns. Thus, sub-
jects must learn the order of grips so that they recognize 
how many times they need to trigger the control move-
ment to arrive at the grip of their choice. Some subjects 
also have a sensor that allows them to toggle through the 
grips in reverse order. Thus, subjects need to memorize 
the order of the grips in a forward and, if using backward 
toggle, backward direction. VRE training incorporated 
practice toggling through the grips and memorizing the 
grips in forward and reverse order (if applicable).

After subjects mastered control of gross movements, 
they were introduced to several more complex sequences 
that would be useful for performing basic functional 
tasks. Generally speaking, a certain amount of preplan-
ning of motor activities is needed for users of the DEKA 
Arm to achieve complex tasks. For example, subjects 
were instructed in several strategies to pick up a spoon 
and bring the hand to the mouth and then return the spoon 
to the table. Examples of preplanning strategies might 
include selecting the appropriate grip pattern or preposi-
tioning the wrist before initiating movement with End-
point Control. Once they were taught these strategies, 
subjects had the opportunity to practice them using the 
VRE. They were also asked to verbalize the sequence of 
arm movements and associated controls necessary to 
achieve the desired functional task. The components of 
the VRE training program are summarized in Figure 5.

CASE EXAMPLE 

We present a case example of a recent subject who 
experienced the VRE training as part of the VA “Study to 
Optimize the DEKA Arm” to illustrate our experience 
using the VRE training protocol. 

This subject was a 55-year-old white, male nonvet-
eran, with a left unilateral forequarter amputation second-
ary to cancer about a year prior to participation in the 
study. At the time of the study, the subject had been using 
a body-powered prosthetic for approximately 3 months 
and indicated that he felt that he was still learning to use 
it. He used his device approximately 8 hours a day. He 
wore a figure nine harness to operate the device’s control 
cable. By abduction of the scapula (on the sound side), he 
used the cable to control elbow flexion (with elbow 
unlocked) and open the terminal device (with elbow 
locked) (Otto Bock Ergo Arm [Otto Bock, 2383]). Nudge 
control was used for elbow lock. His shoulder device had 
two locking positions that could be used to place the 
shoulder into flexion and abduction (less than 90°).

The subject was fitted with a DEKA Arm attached via 
a thermoplastic X-frame socket design with a contralat-
eral thoracic pad (also an X-frame shape). A pneumatic 
pressure sensor (air bladder) was attached to the external 
surface of the contralateral pad. He was fit with bilateral 
IMU foot controls that were worn on the top of his shoes, 
secured by a clip to his shoe laces. The subject used foot 
controls on both feet to provide most control inputs. A 
pressure-sensitive bladder was used to switch between 



714

JRRD, Volume 48, Number 6, 2011
arm modes and place the arm in standby when necessary. 
He had two notifications given by a tactor and auditory 
beeps: one for grip select and one for mode select.

The subject participated in approximately 3.5 hours 
of VRE training in 8 sessions over the course of 4 days 
led by an occupational therapist. The subject wore the 
socket and his controls for seven of the eight sessions and 
wore the deactivated DEKA Arm for one of the VRE 
training sessions. All VRE sessions were videotaped. 
Videotapes were analyzed by study staff to extract key 
observations and comments. Additionally, the subject 
completed several written surveys on the usefulness of 
VRE and was asked about the VRE during his final semi-
guided interview.

During his very first VRE session, the subject com-
mented that he had a strong sensation of phantom-limb 
movement while he was creating and watching the move-
ment of the avatar:

It’s hard for me to explain how my mind is visu-
ally accepting what the avatar is doing. It’s 
because I’m picturing my actual arm, you know, 
the left arm and hand that I used to have—I’m 
picturing. . . I see that picture in my mind 
through the use of this, which is you know, I 
don’t know if you can see, but in the chair, I’m 

moving somewhat like this because I’m trying to 
make the phantom arm function like the avatar.

This phantom sensation, which the subject found 
pleasant, persisted into the second day of VRE training 
but was not experienced once he began operating the 
DEKA Arm itself without the visual feedback provided 
by the VRE:

I’m feeling it in the phantom arm—I don’t have 
any pain; it’s not phantom pain I’m experiencing. 
I’m experiencing phantom motion. Which is, this 
is really, really cool.

As per the training protocol, the subject practiced 
operating the controls in standing and sitting positions. 
This was clearly of value in helping him experience the 
subtle control of foot movement needed to operate the 
controls with precision. He commented that during VRE 
training his experience of operating the foot controls was 
different standing than it was sitting:

It takes less effort [in the sitting position]. When 
I’m standing, my weight is compressed, so it’s a 
lot easier to move the feet, but this [sitting], I get 
more sensitivity because I’m not glued to the 
floor by this 190 pound body . . . .

Basic Knowledge

Without avatar, subject— Demonstrates understanding of vocabulary for movements of upper-limb parts (e.g., wrist 
supination/pronation) verbally and by performing motions on sound side if possible.

Verbalizes, without performing, each action necessary to operate movements of prosthesis.

Demonstrates each movement activated by controls on sound side if possible.

VRE—Basic

Subject activates controls that make avatar— Turn off and on; change between Arm and Hand modes.

Make movements associated with each control—in Arm and Hand modes and in both sit-
ting and standing positions.

Select each of six hand grips forward and backward; subject also describes functions of 
each grip.

Repeat all of above multiple times.

VRE—Advanced

Subject activates controls that make avatar— Activate each movement in random order as instructed by therapist.

Mirror positions of hand, wrist, arm modeled by therapist, including combinations of hand 
and arm positions.

Move while subject’s feet are off floor, as if sitting in bed.

Move as if to accomplish task, such as picking up key and turning it in lock.

Figure 5.
Virtual reality environment (VRE) training components.
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The subject practiced learning to operate the IMU 
controls with his feet off the ground. The following quo-
tation illustrates how the occupational therapist intro-
duced use of the controls with the feet elevated:

So, let’s say you are watching TV with your foot 
up and you want to reach for the remote control. 
And your arm is supinated, so you have to 
pronate. Instead of rolling [the] foot on floor, you 
move [the] foot this way (demonstrates move-
ment of the foot with her hand). So how do you 
extend your wrist?

The subject recognized the amount of gross motor 
coordination that he needed to master the controls. In an 
early VRE session, he commented that he thought that an 
athletic (i.e., more coordinated) person would have an 
easier time in learning to operate the DEKA Arm than 
someone with a sedentary lifestyle:

Let’s face it, this is, you know, this [learning to 
use the DEKA Arm] is going to take training, but 
depending upon the physical ability of the indi-
vidual will depend upon the accuracy or acuity 
[with] which they’ll be able to control it. You 
know, I mean if someone is an athletic indi-
vidual, I think they’ll have a much easier time 
functioning with this, both in a sedentary and an 
active manner. Whereas somebody who is pri-
marily sedentary, they’re going to have a little 
difficulty, I think, getting accustomed to [it].

By the end of the entire study protocol, the subject 
explained how mental clarity was helpful in motor plan-
ning—enabling him to operate the controls without 
thinking too much about them:

The more I use it, the more familiar I get with it, 
and the more that I utilize the powers of my brain 
before I attempt to move the arm and the hand and 
the shoulder, the better off I am . . . . The thinking 
process for me now is becoming almost second 
nature because I’m using all my senses—my hear-
ing, my eyes, and my brain to operate the func-
tions of the arm through my feet. If I know I want 
to reach 45 degrees across the table in front of me 
to go from left to right to pick up a cup of coffee 
by the handle, I know exactly what I have to do 
before I do it, which aids me in making the arm 
functional. The more proficient an individual can 
become mentally with the mechanical operating 

devices—the IMUs, the sensors—the better off 
they’ll be.

This subject used the VRE in two views. He used the 
aerial view, with the perspective from above and slightly 
behind his head and looking down on the head and arms. 
In this view, the left and right sides of the avatar were 
located on the same side as the subject’s own left and 
right sides. He also used the front view, in which he saw 
the avatar from the front, as if looking in a mirror. How-
ever, the left and right sides of the avatar were reversed 
from the perspective of the subject. The subject stated he 
preferred the front view:

The aerial view makes it a little more difficult 
with positioning the arm, the hand. The visual 
sensation of it is a lot different than seeing it in 
this position [front, mirrorlike]. This position, I 
find for me, is a lot easier to work with as far as 
control, motion, and the actual visual stimulation 
of watching the avatar’s arm function.

There were some delays in wireless connectivity of 
the DEKA Arm system controls used, resulting in a slight 
lag time between controls activation and movement of 
both the avatar and the prosthesis itself. There were subtle 
differences in the responsiveness of the VRE avatar com-
pared with the prosthesis. This subject reported that the 
VRE system responded more quickly to his commands 
than did the actual prosthesis. He reported that it required 
less effort to activate controls with the VRE than with the 
actual arm. He noted the differences when he transitioned 
from VRE training to use of the arm, commenting:

It [VRE training] made the use of the arm easier 
to a degree. It just felt that the VRE, the model, 
responded quicker to the commands than the 
DEKA Arm does.

The VRE system that we used did not allow for inter-
action with virtual objects, and therefore, the subject had 
no prior experience manipulating an object with the virtual 
hand. Thus, it is not surprising that the subject commented 
on the transition between using the VRE and the actual 
arm when asked to pick up a block for the first time: 

This ain’t as easy as it looked on the avatar. I’ll 
tell you that.

At the end of the study, 27 days after his last VRE ses-
sion and after 30 hours of actual training with the arm, the 
subject compared and contrasted his virtual (VRE) and 
actual experiences of training with the arm. He suggested 
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improvements to the VRE that would allow him to inter-
act with virtual objects in the VRE environment:

The VRE training was good. It did assist me in 
knowing how to position my feet, the different 
pressure-sensitive positions where I’d have to 
move, you know, to be able to move the arm or 
the hand, ah, that worked really good. But the 
reality of it, it is virtual, but you’ve got to put 
soda bottles, cans, pots and pans, you know, 
things like that in there instead of the individual 
having to imagine what he’s doing . . . .

DISCUSSION OF CASE

Our study protocol was developed to capitalize on the 
enhanced visual feedback provided by the VRE and the 
relative simplicity of learning to operate the multiple 
DEKA Arm controls in the absence of distractions that 
might result from interaction with the environment. Its use 
provides real-time visual feedback on success of controls 
activation in an environment free from potential concerns, 
such as dropping an object or worrying about the arm 
inadvertently bumping into the user’s own body. Our 
study was not designed to assess the effectiveness or 
impact of VRE training, and thus, we have no method of 
formally comparing the ease or effectiveness of prosthetic 
training with and without prior use of the VRE. This sub-
ject became a competent user of the DEKA Arm and was 
able to perform many functional and recreational activi-
ties, including holding and strumming a guitar (Figure 6).

Our experience with the VRE, as exemplified by this 
case, raises multiple questions for further investigation 
and research. The subject in our case example reported 
strong sensations of phantom movement while using the 
VRE. This finding is in keeping with previous reports in 
the literature on the use of mirror therapy or VRE for the 
treatment of phantom pain. This subject was a relatively 
new amputee and, thus, may have been somewhat more 
susceptible to this type of experience. The uniqueness of 
this case is that the phantom movement was experienced 
in concert with the movement of the avatar, which 
resulted from the subject’s operation of the foot controls. 
It is possible, then, that this type of kinesthetic experience 
facilitated development of an internal forward sensorimo-
tor model, perhaps speeding up the learning process.

In this VRE case, some small variations in movement 
and timing existed between the avatar and the real DEKA 
Arm based on prototype data-transfer approaches. We 

expect that the more closely the movement and timing of 
movement of the avatar can be made to exactly match 
that of the actual arm, the better the transference of skills 
learned in the VRE to actual prosthetic use will be. Fur-
ther research is needed to examine the effect of such dif-
ferences on the motor learning process.

CONCLUSIONS

Our experiences to date have led to many interesting 
observations and new hypotheses that could be tested in 
future research. For example, future studies might evalu-
ate the speed of learning to use complex controls with 
and without VRE for subjects with different levels of 
amputation, as well as for different types and numbers of 
controls, and explore changes in the motor representation 
in the brain that result from VRE training and/or from use 
of the foot to control a virtual upper limb.

The subject described in our case example was a 
forequarter amputee who used 16 controls to operate the 
DEKA Arm system. It appeared that use of the VRE 
facilitated his learning process. We believe that the value 
of virtual environment training for an upper-limb ampu-
tee is greater for those amputees who must master a 
greater number of controls. We also believe that VRE 
may be useful for amputees who need more structured 
learning environments because of cognitive deficits. Our 

Figure 6.
Subject using DEKA Arm to hold guitar.
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preliminary feedback suggests that the effectiveness of 
VRE systems may be enhanced by the inclusion of vir-
tual objects and interactive activities. Further research is 
needed to test these hypotheses.
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